Universal Data Compression (049043) – Critical Summary

Select a paper for a critical summary from the following list and let me know of your choice as soon as possible (no paper can be chosen by more than one student).

Submit your critical summary by the last day of the semester (July 2, 2013) and then set with me an appointment for the oral discussion on the paper.

General requirements:

The critical summary should be no more than five pages long (including the bibliography; font size ≥ 11pt, margins: ≥ 1cm). First, it should include a concise description of the main results in the paper along with explanations. One is not expected to copy proofs or analytical developments, but is expected to explain the essence of the techniques used therein. Secondly, and this is the critical part, the summary should include, as much as possible, personal observations of the student: intuitive insights, relationships (if exist) with the material of the lectures, comments on the degree of innovation with respect to previous work, technical rigor and correctness, suggestions for improvement, simplification, or generalization of the analysis, and so on.

For the oral discussion, the student should be knowledgeable not only with regard to the paper itself, and its detailed technical aspects, but also on closely related work like the references cited in the paper. Thus, short papers should not necessary be considered more attractive than long ones. Examples of good critical summaries (although in another course – “Coded Communication”) can be found in the moodle site.
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